
Economics 603  Professor Peter Cramton 
 
 

 Problem Set 8 
 
 
1. “The Game of Whether or Not to Write Your Name on the Exam Booklet.” 

 Consider a game with the following story behind it. Each of N students in a final exam is 
faced with the choice of whether or not to write his name on his exam booklet. All other 
things being equal, a student prefers not writing his name as compared to writing his name, 
due to the demanding cost in time and energy of writing his name. If a given student is the 
only one to choose not to write his name, then it is obvious to the professor which exam 
booklet is associated with that student, and so his choice does not harm his grade. However, 
if two or more students choose not to write their names, then it is unclear which exam booklet 
is associated with which student, and so all of the students who did not write their names 
receive grades of “F” on the final. 

 To be more precise, the N students each simultaneously and independently select actions 
from the set {Write Name, Do Not Write Name}.  For each student i, the payoff equals: 

0 , if student i wrote his name on the exam booklet, regardless of the actions of the 
other students; 

1 , if student i did not write his name on the exam booklet, and if every other 
student j (j ≠ i) did write his name on the exam booklet; 

–10 , if student i did not write his name on the exam booklet, and if some other 
student j (j ≠ i) also did not write his name on the exam booklet. 

 Solve for all of the Nash equilibria of this game, demonstrating that each of these satisfies the 
definition of Nash equilibrium. 

 
2. Consider the following game:  Player 1 and player 2 simultaneously write down any positive 

integer.  The player who writes down the higher number wins $100; the player who writes 
down the smaller number wins nothing.  In the event they write down the same number, they 
split the $100. 

 
 (a) Write down the strategy space, Si , for each player, and the payoff function, ui (⋅ , ⋅), 

for each player. 

 (b) Prove that this game does not have any Nash equilibrium, and explain why the 
existence theorem for Nash equilibria does not apply to this game. 
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3. (a) Solve for the Nash equilibrium of the following variant on Matching Pennies, and 
explain why the equilibrium (expected) payoff for each player equals zero: 

 
  Player II 

   L  R 

 T    2 , −2  −2 ,  2 
Player I 

 B  −1 ,  1    1 , −1 
 
 
 (b) Solve for the Nash equilibrium of the following variant on Matching Pennies, and 

explain why the equilibrium (expected) payoff for each player is not zero: 
 

 
  Player II 

   L  R 

 T    2 , −2  −1 ,  1 
Player I 

 B  −1 ,  1    1 , −1 
  
 
 (c) Solve for all of the Nash equilibria of the following variant on Battle of the Sexes, 

and compare with the equilibria of the original version of the game we discussed in 
class.  Explain why some of the equilibria change and some of the equilibria stay the 
same. 

 
  F 

   Boxing Ballet 

 Boxing  3 , 1  0 , 0 
M 

 Ballet  0 , 0  1 , 3 
 
4. Gibbons, page 50, problem 1.8. 
 
5. Gibbons, page 51, problem 1.13. 
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6. Show that the following two-player game has a unique Nash equilibrium. 
 (Hint:  Show that it has a unique pure-strategy equilibrium; then show that player 1, say, 

cannot put strictly positive weight on both T and M; then show that player 1 cannot put 
strictly positive weight on both T and B, but zero weight on M; and finally show that player 1 
cannot put strictly positive weight on both M and B, but zero weight on T.) 

 
  L  C  R 

 T  1 , −2  −2  , 1  0 , 0 

 M  −2  , 1  1 , −2  0 , 0 

 B  0 , 0  0 , 0  1 , 1 
 
 
7. Determine all of the Nash equilibria of the following two-player game: 
 

  L  C  R 

 T  2 , 1  0 , 0  0 , 0 

 M  0 , 0  2 , 1  0 , 3 

 B  0 , 0  0 , 3  2 , 1 
 
 
8. Consider the following three-person, zero-sum game, in which each player chooses between 

strategy A and strategy B.  (The correct interpretation is as follows: the row indicates which 
strategy was chosen by player I; the column indicates which strategy was chosen by player II.  
If player III chooses strategy A, then the three players' payoffs are given by the first matrix; if 
player III chooses strategy B, then the three players' payoffs are given by the second matrix.) 

 
 (a) Find the two Nash equilibria in pure strategies. 
 
 (b) Find the Nash equilibrium in mixed strategies. 
 

 
  II   II 

  A B   A B 

A  2 , 2 ,−4 0 , 0 , 0 A  3 , 3 ,−6 0 , 0 , 0 
I 

B 0 , 0 , 0  4 , 4 ,−8 
   I

B 0 , 0 , 0  1 , 1 ,−2 

 
    Player III chooses A                                          Player III chooses B 
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9. “A Florida Voting Model” 
Consider a game played between two political candidates. Locations on the political 
spectrum are denoted by the variable x, where x ∈ [0,1]. Voters are uniformly distributed on 
[0,1]. The two candidates, identified as R and D, simultaneously and independently locate 
themselves at points yR ∈ [0,1] and yD ∈ [0,1], respectively. 

If the two candidates select different locations, then a voter at location x votes for the 
candidate that she is located closer to. 

If the two candidates select the same location, then the voters attempt to divide themselves 
50-50 between casting votes for the two candidates. However, a small fraction of the votes 
for candidate D are not counted, so that candidate R actually receives 50.1% of the vote count 
and candidate D actually receives 49.9% of the vote count in this situation. 

A candidate receives a payoff of +1 if he obtains greater than 50% of the vote count, receives 
a payoff of –1 if he obtains less than 50% of the vote count, and receives a payoff of 0 if he 
obtains exactly 50% of the vote count. 

(a) Concisely specify the candidates’ strategy spaces and payoff functions. 

(b) Solve the game for: (i) all strictly-dominated strategies; and (ii) all Nash equilibria. 
In the course of answering, be sure to explicitly state the candidates’ equilibrium 
strategies and to determine the candidates’ equilibrium payoffs. 

(c) Compare your findings of strictly-dominated strategies and Nash equilibria with the 
corresponding results from the standard (non-Florida) voting game. 

 


